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Prostate cancer (PCa), the second leading cause of cancer death in men globally, 
highlights the need for effective early detection methods. While prostate needle 
biopsy remains the gold standard, it is invasive and relies on the skill of the practitioner. 
Magnetic resonance imaging (MRI) is currently the primary method for pre-biopsy 
detection, and artificial intelligence (AI) models are emerging as promising tools to 
enhance diagnostic accuracy. This systematic review systematically evaluated the 
diagnostic performance of MRI-based AI models for detecting and classifying prostate 
cancer, comparing them to histopathological results. Out of 1153 studies, 30 met the 
criteria for inclusion. Detection models demonstrated high performance with AUC 
values ranging from 0.78 to 1.00, while classification models had AUC values between 
0.64 and 0.93. Sensitivity varied significantly, with detection models showing 69.6% to 
100% and classification models showing 46.81% to 100%. Comparisons between AI 
models and radiologists’ interpretations showed similar performance levels in ten 
studies. Overall, AI models were more effective in detecting prostate cancer than in 
classifying it, suggesting their potential to improve diagnostic accuracy. However, the 
variability in performance highlights the need for careful integration of AI into clinical 
practice and radiological workflows. 
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1. Introduction 
 

PCa is a critical global health issue, ranking as the second leading cause of cancer mortality among 
men and the fourth most commonly diagnosed cancer worldwide with 1.41 million new cases 
reported in 2020 [28,29]. Despite the generally high survival rate associated with PCa due to its 
typically slow progression, the prognosis for advanced stages is markedly poorer, with a five-year 
survival rate plummeting to 34% [24]. Early detection plays a pivotal role in improving outcomes by 
allowing for timely intervention, thereby potentially halting the disease's progression and enhancing 
survival rates. The current gold standard for diagnosing PCa involves prostate needle biopsy [4,35]. 
However, this invasive procedure is highly dependent on the skill of the practitioner and can suffer 
from issues of underdiagnosis or misdiagnosis due to inadequate sample acquisition. The 

 
* Corresponding author. 
E-mail address: niknadiahazwani@mahsa.edu.my  
 
https://doi.org/10.37934/sijphpc.3.1.109120 

https://semarakilmu.online/index.php/sijphpc/index


Semarak International Journal of Public Health and Primary Care 

Volume 3, Issue 1 (2025) 109-120 

110 
 

development of MRI has significantly improved pre-biopsy detection of PCa, with multiparametric 
(mp) MRI being favoured for its comprehensive imaging capabilities. Nonetheless, biparametric (bp) 
MRI has demonstrated comparable performance in certain contexts, highlighting the evolving 
landscape of MRI diagnostics [18]. In recent years, the integration of AI into medical imaging has 
shown promise in enhancing diagnostic accuracy and efficiency [16]. AI systems, trained on MRI 
images and validated against histopathological results, offer the potential to improve both detection 
and classification of PCa. Despite these advancements, the diagnostic performance of AI tools 
remains a subject of ongoing research and debate. This study aims to systematically review the 
diagnostic performance of AI in detecting and classifying PCa in MRI image in comparison to 
histopathological result. The primary goal is to assess any significant differences in diagnostic 
performance of AI in detecting and classifying PCa in MRI image in comparison to histopathological 
result. By addressing this gap, the study seeks to provide updated insights into the potential of AI to 
enhance PCa diagnosis and guide future integration into clinical practice.   
 
2. Methodology  
 

In this systematic review, the content generated was followed the guidelines and checklists stated 
in the PRISMA 2020, and Meta-analysis was not carried out. An English language literature search 
from 2013 to 2023 was carried out using the PubMed and Google Scholar database with the keywords 
with their variations: “Artificial intelligence”, “Magnetic Resonance Imaging”, “Prostate cancer”, and 
“Diagnostic performance”. A total 1153 articles were obtained in the beginning. 917 articles with 
irrelevant tittle and abstract, and 59 duplicated articles were excluded. Articles that appropriate for 
inclusion and exclusion criteria were retrieved for full-text. The inclusion criteria for the eligible 
studies as following: (1) articles concerning AI tool or computer-aided system in detecting and/or 
classifying PCa on MRI; (2) histopathological result such as biopsy and prostatectomy specimen 
served as the reference standard; (3) articles consist of measurable data or performance metrics such 
as sensitivity, specificity, accuracy, and Area Under the Curve (AUC); (4) articles 16 were in full text. 
The excluded studies were those met the exclusion criteria of: (1) non-English written articles; (2) 
article without AI-based tool or model; (3) article without diagnostic performance data; (4) article 
focus on other events rather than detection and classification of PCa; (5) animal studies; (6) review 
articles and (7) guidelines. In the end, only 30 eligible full-text studies were included in this systematic 
review, with 16 articles related to PCa detection and 14 articles related to PCa classification using AI 
models.  

In this systematic review, “detection” refers to those AI tools that intentionally aimed to 
distinguish specific type of lesion, such as detect clinically significant (cs) and non-cs PCa, or malignant 
and benign lesions. “Classification” refers to those AI tools aimed to classify the prostate lesions into 
specific categories such as PIRADS score, CAD score, or other valid categorization methods. Figure 1 
shows the flow of study selection in this study. 
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Fig. 1. Flow of study selection 

 
3. Results  
 

Table 1 is the summary of modelling characteristics of studies reporting on AI models in detecting 
prostate cancer in MRI, while Table 2 is the summary of modelling characteristics of studies reporting 
on ai models in classifying prostate cancer in MRI. In the evaluation of AI models for prostate cancer 
(PCa) detection across 16 studies, a diverse array of approaches and technologies were utilized. One 
study employed a commercially available system, Quantib Prostate, while others leveraged DL (7 
studies), ML (5 studies), and CAD-based models (3 studies). A majority of these studies (10/16) 
applied automatic image segmentation, with 5 studies using manual segmentation by radiologists, 
and one study did not specify its segmentation approach. The diagnostic performance metrics reveal 
a wide range of results. For whole prostate (WP) lesion detection, the area under the curve (AUC) 
varied from 0.70 to 1.00. For studies focusing on both WP and specific zones: peripheral zone (PZ) 
and transitional zone (TZ), AUC ranged from 0.775 to 0.890. Zone-specific detection yielded an AUC 
of 0.88 in one study. Sensitivity ranged broadly from 69.6% to 100%, and specificity from 30.0% to 
100%. Accuracy was reported in five studies, ranging from 81.4% to 92.3%, while positive predictive 
value (PPV) was presented in five studies with values from 76.5% to 90.1%. Negative predictive value 
(NPV) was reported in only two studies, showing 81.6% and 86.4%. Cohen’s Kappa and precision were 
less commonly reported, with only one study providing these metrics (Kappa = 0.467; Precision = 
83.5%). Regarding the comparison between AI models and radiologists, ten studies assessed 
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standalone AI models’ performance 3 against radiologists and reference standards. Some studies 
indicated that AI models improved diagnostic performance compared to radiologists, while others 
showed comparable or slightly inferior results. AI models demonstrated high sensitivity but varied 
specificity across studies. 
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Table 1 
Summary of modelling characteristics of studies reporting on AI models in detecting prostate cancer in MRI 
Author AI model and 

algorithm 
MRI 
input 

Dataset (n) Test set 
(n) 

Validatio
n 

Image 
segmentation 

Zone AUC Comparison Outcome 

Bonekamp, 
et al., [2] 

ML radiomic (RF) T2WI, 
DWI-
b1500, 
ADC 

316 133 NR Manual (MITK) PZ, TZ Global:  
.88 
PZ: .84  
TZ: .89 

Radiologist csPCa 
from 
benign  

Chen et al., 
[3]  

ML radiomic (RF, 
LR) 

T2WI, 
ADC 

381 NR 30% Manual 
(Artificial 
Intelligence 
Kit) 

WP (1): .999 
(2): .930 

Reference Standard PCa and 
non-PCa 
(1), high- 
and low-
grade PCa 
(2) 

Ellmann et 
al., [5]   

ML-CAD 
(XGBoost, RF) 

T2WI, 
DWI, 
ADC, DCE 

124 24 10-fold 
CV 

Manual WP .913 Radiologist Malignant 
and 
benign 

Faiella et al., 
[6]   

Quantib Prostate- 
DL (CNN) 

T2WI, 
DWI, DCE 

108 A: 73  
B: 14 
C: 21 

NR Automated WP, PZ, 
TZ 

NR Radiologist PCa 

Greer et al., 
[10]  

CAD (RF) T2WI, 
DWI-
b2000, 
ADC 

163 NR NR Automated 
(iCAD) 

WP, TZ, 
PZ 

.849 Radiologist PCa 

Khosravi et 
al., [10]  

AI-biopsy 
DL (CNN) 

Axial 
T2WI 

400 28 Five-fold 
CV 

Automated WP (1): .89 
(2): .78 

Reference Standard Malignant 
and 
benign 
lesion (1), 
High and 
low risk 
(2) 

Li et al., [11]  DL (CNN, V-Net, 
DenseNet) 

T2WI, 
DWI, ADC 

739 200 80 Automated (V-
Net) 

WP NR Radiologist csPCa and 
non-PCa 

Mehralivand 
et al., [12]  

ML (RF) T2WI, 
ADC, 
DWI-
b1500 

236 236 NR Automated  WP, TZ, 
PZ 

Patient 
level: .78 
Lesion level: 
.775 

Radiologist PCa 
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Mehralivand 
et al., [13]  

 
DL (3D UNet, AH-
Net) 

 
T2WI, 
DWI, ADC 

 
525 

 
78 

 
79 

 
Automated 

 
WP 

 
NR 

 
Reference Standard 

 
PCa 

Min et al., 
[14]  

ML (mRMR, 
LASSO, radiomic 
signature) 

T2WI, 
ADC, 
DWI-
b1500 

280 93 10-fold 
CV 

Manual (ITK-
SNAP) 

WP .823 Reference Standard csPCa and 
ciPCa 

Reda et al., 
[20] 

DL-CAD (SNCAE) Axial DWI 53 53 Four-fold 
CV 

Automated 
(NMF-based 
level sets) 

WP ≈1.00 Reference Standard Benign 
and 
malignant 
lesion 

Sun et al., 
[23]  

DL (UNet) DWI, 
ADC, 
T2WI, FS-
T2WI 

480 NR NR Automated 
(ITK-SNAP) 

WP NR Radiologist csPCa 
from 
ciPCa 

Wang et al., 
[26] 

DL (DCNN) 
non-DL (SVM, 
BoW) 

T2WI 172 172 10-fold 
CV 

Automated WP DL: .84 
Non-DL: .70 

Reference Standard PCa from 
benign  

Woznicki et 
al., [30]  

ML (mRMR, LR),  T2WI, 
ADC 

191 40 Five-fold 
CV 

Manual (MITK) WP, TZ, 
PZ 

(1) WP: .889 
PZ: .824 
TZ: .683 
 
(2) WP: .844 
PZ: .894 
TZ: .587 

Radiologist Malignant 
from 
benign 
lesions 
(1), csPCa 
from 
ciPCa (2) 

Zhu et al., 
[36] 

CAD (ANN) T2WI, 
DWI, 
ADC, DCE 

153 153 NR NR WP, TZ, 
PZ 

.89 Radiologist csPCa 
from 
ciPCa 

Zhu et al., 
[37]  

DL (CNN, Res-
UNet) 

T2Wi, 
ADC 

347 140 21 csPCa 
cases 

Automated 
(three 
segmentation 
Res-UNet) 

WP, PZ, 
TZ 

NR Radiologist csPCa 
from 
ciPCa 
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Table 2 
Summary of modelling characteristics of studies reporting on AI models in classifying prostate cancer in MRI  
Author AI model and 

algorithm 
MRI 
input 

Dataset (n) Test set (n) Validation Image 
segmentation 

Zone AUC Comparison Outcome 

Arif et al., 
[1]  

DL-CAD (CNN) T2WI, 
DWI-
b800, 
ADC 

356 36 Three-fold 
CV 

Automated WP .78 Reference 
Standard 

csPCa in 
low-risk 
patient 

Gaudiano 
et al., [7]  

ML (LASSO, 
SVM) 

T2WI, 
ADC 

102 50 Three-fold 
CV 

Manual WP .88 Reference 
Standard 

csPCa 
(GG ≥ 3) 

Jaouen et 
al., [9]  

CAD (binomial 
LR) 

ADC, DCE 639 Internal 
test: 158 
External 
test: 104 

100 stratified 
CV 

Manual PZ, TZ Internal: 
.82 - .84 
External: 
.82 - .86 

Radiologist PCa 
(PIRADS)  

Niaf et al., 
[17]  

CAD (SVM) T2WI, 
ADC, DCE 

30 NR Leave-one-
ROI-out CV 

Manual PZ .872 Radiologist PCa and 
benign 
focal 
lesion 

Prata et al., 
[19] 

ML radiomic 
(Wrapper, RF) 

T2WI, 
ADC 

91 91 10-fold CV NR WP- PZ .804 Reference 
Standard 

csPCa 
and non-
csPCa 

Schelb et 
al., [22]  

DL (UNet) T2WI, 
DWI-
b1500, 
ADC 

259 NR NR Automated WP NR Radiologist csPCa  

Schelb et 
al., [21]  

 
DL (2D UNet) 

T2WI, 
DWI 

312 62 CV Automated WP NR Radiologist csPCa  

Thon et al., 
[25] 

Watson 
Elementary™ - 
CAD 

T2WI, 
ADC, DCE 

79 NR NR Manual WP .64 Reference 
Standard 

PCa and 
benign 
lesion 

Winkel et 
al., [27]  

ProstateAI 
DL (DNN) 

DWI-
2000, 
T2WI, 
ADC 

49 NR NR Manually 
(Annotator Tool, 
V03_B41) 

WP-PZ NR Reference 
Standard 

PCa 
(PIRADS) 

Youn et al., 
[31]  

Prostate AI 
DLA  

T2WI, 
DWI 

121 121 NR NR WP All PCa: 
.808 
csPCa: .828 

Radiologist PCa 
(PIRADS)  
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Zhang et 
al., [32]  

 
ML 
(nomogram, 
mRMR, LASSO, 
LR)  

 
T2WI, 
DWI, ADC 

 
159 

 
NR 

 
Internal: 22  
External: 83 

 
Manual (ITK-
SNAP) 

 
WP 

 
Internal: 
.93 
External: 
.84 

 
Reference 
Standard 

 
csPCa 
from 
ciPCa 

Zhao et al., 
[33] 

CAD (ANN, 
SFS, BP, LM) 

T2WI 71 NR Leave-one-
ROI-out CV 

Manual PZ, CG PZ: .849 
CG: .821 

Radiologist PCa and 
non-PCa 

Zhong et 
al., [34]  

DTL (ResNet) T2 
SPACE, 
ADC 

140 30 One random 
splitting 

Manual WP DTL: .726 
DL: .702 

Radiologist csPCa 
and 
indolent 
PCa 

Zhong et 
al., [35] 

ML (mRMR, 
LR, GBDT) 

T2WI, 
DWI, 
ADC, DCE 

171 52 Five-fold CV Manual (ITK-
SNAP) 

WP Test set: 
.922 
Entire set: 
.927 

Radiologist csPCa 
and non-
PCa 
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Among the 14 studies focused on PCa classification using AI models, there was a mix of 
commercially available systems, non-commercial DL software, and CAD-based models. Most studies 
(9/14) used manual image segmentation, with three employing automated segmentation and two 
not specifying the method. The classification performance was assessed with AUC values ranging 
from 0.64 to 0.93 for WP-level classification and from 0.82 to 0.872 for zone-specific models. 
Sensitivity ranged from 46.81% to 100%, and specificity varied between 24.0% and 88.4%. Accuracy 
was reported in six studies, ranging from 50.0% to 86.4%, while PPV ranged from 48.0% to 90.5%, 
and NPV from 50.0% to 97.0%. One study reported Kappa and precision values of 0.2 and 84.4%, 
respectively. Only one study examined AI-assisted classification of lesions, showing a trend towards 
improved AUC, specificity, and sensitivity, though these improvements were not statistically 
significant. The majority of studies focused on standalone AI models, comparing them to radiologists 
or reference standards. Some studies found AI models to have superior specificity but inferior 
sensitivity compared to radiologists, while others reported improvements in sensitivity or 
comparable performance. 

The comparison of standalone AI models with radiologists showed variable results. Only three 
studies demonstrated significant improvements in specificity with AI models, while others reported 
either declines or no significant changes in sensitivity and specificity. This variability likely arises from 
differences in study design, model implementation, or dataset characteristics, underscoring the need 
to contextualize AI results with clinical judgment and radiologist expertise. Seven studies reported 
on AI-assisted diagnosis, generally showing improvements in diagnostic performance, although one 
study [8] noted reduced specificity with AI assistance. This suggests that AI models are best used as 
decision support tools rather than replacements, offering valuable second opinions to radiologists. 
The review also highlights that AI models could potentially reduce unnecessary biopsies. Analysis of 
PPV and NPV from half of the studies showed PPV ranging from 57.0% to 88.3% and NPV from 50.0% 
to 97.0%. These results indicate that AI models can enhance diagnostic accuracy and reliability, 
potentially reducing the number of unnecessary biopsies. The inclusion of DCE sequences was less 
common but showed promise for improving diagnostic performance. Although DCE was only used in 
seven studies, with mixed results, integrating DCE into AI models should be further explored to 
determine its impact on diagnostic accuracy. However, by looking at the diagnostic performance of 
other AI models that did not involve DCE, the findings were aligned with the study of Monti, et al., 
[15] that AI models involved DCE did not outperform the others. 

The review assessed AI models’ effectiveness based on the AUC, with varying results between 
detection and classification tasks. For detection, 16 studies revealed that three AI models had AUCs 
greater than 0.9, seven had AUCs above 0.8, and one had an AUC below 0.8. Classification models, 
on the other hand, showed two studies with AUCs greater than 0.9, six with AUCs above 0.8, and 
three with AUCs between 0.6 and 0.7. Generally, detection models outperformed classification 
models in diagnosing PCa. Different AI model types were analysed, including DL, ML, and CAD models. 
For detection, DL models had a mean AUC of 0.89, ML models had a mean AUC of 0.8895, and CAD 
models had a mean AUC of 0.8695, demonstrating comparable performance. In classification, ML 
models achieved the highest mean AUC of 0.867, followed by DL models (mean AUC of 0.755) and 
CAD models (mean AUC of 0.756). This indicates that ML models generally performed better than DL 
and CAD models in classification tasks, although the variability in AUCs among DL models complicates 
direct comparisons. 
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4. Conclusions 
 

This systematic review evaluates the effectiveness of AI models in detecting and classifying PCa 
using MRI images. It finds that detection models generally outperform classification models, though 
both standalone and assistive AI tools hold promise for enhancing PCa diagnosis. The variability in 
performance metrics like sensitivity, specificity, and AUC underscores the need to integrate AI results 
thoughtfully into clinical workflows and contextualize them within real-world settings. To improve AI 
model efficacy, future research should focus on refining models, incorporating diverse datasets, and 
addressing inconsistencies in diagnostic processes. Prospective studies are recommended over 
retrospective ones for a more realistic evaluation of AI performance. Consistent performance metrics 
should be pre-specified to enable meaningful comparisons, and data from multiple centers should be 
included to reduce overfitting and enhance model reliability. Additionally, incorporating biopsy data 
alongside radical prostatectomy specimens in studies could improve AI models' ability to detect PCa 
at various stages, including early detection. Finally, involving multiple authors in systematic reviews 
is advised to minimize personal bias and ensure comprehensive feedback. 
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